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ABSTRACT
Sensor networks are composed of a large number of low
power sensor devices. For secure communication among
sensors, secret keys must be established between them. Re-
cently, several pairwise key schemes have been proposed for
large distributed sensor networks. These schemes randomly
select a set of keys from a key pool and install the keys in
the memory of each sensor. After deployment, the sensors
can set up keys by using the preinstalled keys. Due to lack
of tamper-resistant hardware, the sensor networks are vul-
nerable to node capture attacks. The information gained
from captured nodes can be used to compromise communi-
cation among uncompromised sensors. Du et al. [1], Liu and
Ning [2] proposed to use the known deployment information
to reduce the memory requirements and mitigate the conse-
quences of node capture attack. Our analysis shows that the
assumption of random capture of sensors is too weak. An in-
telligent attacker can selectively capture sensors to get more
information with less efforts. In addition to selective node
capture attack, all recent proposals are vulnerable to node
fabrication attack, in which an attacker can fabricate new
sensors by manipulating the compromised secret keys and
then deploy the fabricated sensors into the sensor system.
To counter these attacks, we propose a grid-group scheme
which uses known deployment information. Unlike the pair-
wise key scheme using deployment information proposed by
Du et al., we uniformly deploy sensors in a large area; in-
stead of randomly distributing keys from a large key pool
to each sensor, we systematically distribute secret keys to
each sensor from a structured key pool. Our performance
analysis shows that our scheme requires less number of keys
preinstalled for each sensor and is resilient to selective node
capture attack and node fabrication attack.
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Security and protection
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1. INTRODUCTION
Sensor networks are composed of a large number of low-

power sensor devices. Typically, these networks are installed
to collect sensed data from sensors deployed in a large area.
SmartDust [3] and WINS [4] are examples of sensor network
projects. Within the networks, sensors communicate among
themselves to exchange data and routing information. Since
the sensor networks are usually deployed in unattended or
even hostile environments (such as battle fields), the sensor
networks are vulnerable to various kinds of active and pas-
sive attacks on the communication protocols. This demands
secure communication among sensors.

We define a secure channel or link as as a channel through
which two nodes can communicate with each other using a
secret key. The secure channel is said to be compromised
if an attacker can compromise the secret key. Since the
low-power sensor devices have very limited computational
power, the symmetric-key systems are preferred to establish
secure channels. As specified in [5], the number of sensor
nodes deployed in studying a phenomenon may be on the
order of hundreds of thousands. Depending on the appli-
cation, the number may reach an extreme value of millions.
Due to inherent storage constraints, it is infeasible for a sen-
sor device to store a unique shared key value for every other
sensor in the system. One näıve solution to use a common
key between every pair of sensors can overcome the storage
constraints, but it offers weak security. Since, if one node is
compromised, the entire system is compromised. Recently,
Random Key Predistribution (RKP) schemes have been pro-
posed [6, 7, 8, 9, 10] for large-scale distributed sensor net-
works. These schemes randomly select a set of keys from a
large key pool and install the keys in the memory of each
sensor. After deployment, the sensors can set up keys by
using the preinstalled keys. Since the RKP schemes require
limited number of keys preinstalled in the sensors, a sensor
may not share a key with all of its neighbors. In this case,
a Pairwise Key Establishment (PKE) scheme is required to
set up a shared key with every neighbor.

In current RKP schemes, the analyses of the security
strength are done on the basis of number of communication
links that can be compromised due to compromised sen-
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sors in the network. In other words, the schemes consider
probable use of the keys, exposed due to captured sensors,
in non-compromised parts of the network. This attack is
called node capture attack. Also, the current schemes con-
sider random capture of nodes in the deployment region.
To mitigate the random node capture attack, Du et al. [1]
and Liu and Ning [2] proposed using deployment informa-
tion (sensor location information) to improve the resilience
to node capture attack. However, in practice, the open or
hostile deployment environment of sensor networks makes it
easier for attackers to locate and selectively capture sensors
which can provide more information for attackers to attack
the sensor networks. In addition, due to lack of node au-
thentication, attackers can easily fabricate nodes by using
the secrets preinstalled in the captured node.

In this paper, we propose a new scheme, called Grid-group
deployment scheme. This scheme utilizes merits from both
[1] and [2]. Similar to [1, 2], a sensor deployment area is
partitioned into multiple small square areas (zones) and the
sensors deployed in each zone form a group. In the key
predistribution phase, using the unconditionally secure and
λ-collusion resistant properties of the group keying scheme
proposed in [11], we utilize the key predistribution scheme
proposed in [8, 9] to distribute keys for the sensors in each
zone; for each sensor, we select a sensor in each of its adja-
cent zones and assign a unique key to them (the selection
of the pair of sensors is based on the mapping between the
unique node IDs assigned to the sensors; the technical de-
tails are presented in Section 4.2.2). After the deployment
of sensors, each sensor first sets up pairwise keys with all
its neighbors within its zone; then it sets up pairwise key
with its neighbors located in adjacent zones. Comparing
with previously proposed schemes, our approach is resilient
to selective node capture attack and node fabrication attack.
Our main contributions in this paper are as follows:

• We point out the weak assumption of random capture
of nodes in current RKP schemes and introduce selec-
tive attack on RKP schemes. In particular, we show
the importance of selective attack in RKP schemes
that use deployment information.

• We point out the node fabrication attack on current
RKP schemes and countermeasures for the same.

• We propose a new RKP scheme called Grid-group de-
ployment scheme which is based on current schemes
and deployment information. Further, this scheme is
resilient against the introduced selective attack and
node fabrication attack.

• Our proposed scheme reduces the number of keys pre-
installed in each sensor.

The rest of the paper is organized as follows: In section 2,
we provide the background of RKP schemes in sensor net-
works. We introduce attacks on current schemes in section 3.
Section 4 describes our proposed scheme. The sensor area
coverage analysis for the proposed scheme is given in sec-
tion 5. In section 6, we analyze the key graph connectivity
based on our proposed scheme. The Pairwise Key Estab-
lishment protocol is presented in section 7. A performance
analysis addressing storage requirements, security, commu-
nication overhead, and computation overhead is given in sec-
tion 8. Section 9 provides summary and future work.

2. BACKGROUND OF RANDOM KEY PRE-
DISTRIBUTION SCHEMES

In this section, we review Purely Random Key Predis-
tribution (P-RKP) schemes [6, 7] and Structured Key-pool
Random Key Predistribution (SK-RKP) schemes [8, 9].

2.1 The Phases in Random Key Predistribu-
tion Schemes

We present the main phases for random key predistribu-
tion schemes [6, 7, 8, 9] as follows:

1. Key predistribution phase: A centralized key server
generates a large key pool offline. The procedure for
offline key distribution is as follows: 1. Assign a unique
node identifier or key ring identifer to each sensor, 2.
Select m different keys for each sensor from the key
pool to form a key ring, 3. Load the key ring into the
memory of the sensor.

2. Sensor deployment phase: The sensors are randomly
picked and uniformly distributed in a large area. Typ-
ically, the number of neighbors of a sensor (n′) is much
smaller than the total number of deployed sensors (N).

3. Key discovery phase: During the key discovery phase,
each sensor broadcasts its key identifiers in clear-text
or uses private share-key discovery scheme1 to discover
the keys shared with its neighbors. By comparing the
possessed keys, a sensor can build the list of reachable
nodes with which share keys and then broadcast its
list. Using the lists received from neighbors, a sensor
can build a key graph (see Definition 1) based on the
key-share relations among neighbors.

4. Pairwise key establishment phase: If a sensor shares
key(s) with a given neighbor, the shared key(s) can
be used as their pairwise key(s). If a sensor does not
share key(s) with a given neighbor, the sensor uses the
key graph built during key discovery phase to find a
key path (see Definition 2) to set up the pairwise key.

The set of all neighbors of sensor i is represented by Wi.
The definition of key graph is given as follows:

Definition 1 (key graph). A key graph maintained by
node i is defined as Gi = (Vi, Ei) where, the vertices set Vi =
{j|j ∈ Wi∨j = i}, the edges set Ei = {ejk|j, k ∈ Wi∧jRk},
R is a relation defined between any pair of nodes j and k if
they share required number of key(s) after the key discovery
phase.

The definition of key path is given as follows:

Definition 2 (key path). A key path between node A
and B is defined as a sequence of nodes A, N1, N2,. . .,
Ni, B, such that, each pair of nodes (A,N1), (N1, N2), . . .,
(Ni−1, Ni), (Ni, B) has required number of shared key(s) af-
ter the key discovery phase. The length of the key path is
the number of pairs of nodes in it.

1Specified in [6], using private share-key discovery, for every
key on a key ring, each node could broadcast of list α,
EKi(α), i = 1, . . . , k, where α is a challenge. The decryp-
tion of EKi(α) with the proper key by a recipient would
reveal the challenge α and establish a shared key with the
broadcasting node.
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2.2 Purely Random Key Predistribution (P-
RKP) Schemes

For current P-RKP schemes, the phases presented in Sec-
tion 2.1 can be applied without any change. There are two
characteristics of P-RKP schemes. First, the m keys pre-
installed in a sensor can also be installed in other sensors.
That is, a key can be shared by more than one pair of sen-
sors. Second, in most of current schemes, there is no rela-
tion between the set of preloaded keys and the sensor id.
A recent solution proposed by Pietro et al. [12] attempts to
define this relation. However, the scheme is not scalable in
that the size of the network is restricted by a function of
number of preinstalled keys.

2.3 Structured Key-pool Random Key Predis-
tribution (SK-RKP) Scheme

Unlike in P-RKP schemes, in SK-RKP scheme, each sen-
sor is preloaded with a unique set of keys in its memory.
The key discovery is not simply finding a shared key with
the neighboring sensor, but using a set of polynomial vari-
ables (constructed by the keys possessed by the sensor) to
derive the shared key. In addition, the key id can serve
as the sensor id which is linked to the set of preinstalled
keys. This link can prevent the attackers from misusing the
sensors’ ids. In the following paragraphs, we give a brief
description of structured key pool scheme.

The SK-RKP scheme uses the key predistribution scheme
proposed by Blom [13]. This scheme allows any pair of nodes
in a network to find a pairwise key in a secure way as long
as no more than λ nodes are compromised. The scheme is
built on two matrices: a publicly known matrix G of size
(λ + 1) × N ; a secret matrix D of size (λ + 1) × (λ + 1)
created by key distribution center. The matrix A of size
N × (λ + 1) is then created as A = (D · G)T . Each row of
A is the keys distributed to a group member and the row
number can serve as a sensor’s id. Since K = A · G is a
symmetric matrix, nodes i and j can generate a shared key
(Kij or Kji) from their predistributed secrets, where Kij is
the element in K located in the ith row and jth column.

A key pool is constructed by many key spaces, represented
by A(t), where t = 1, . . . , ω. Each sensor randomly selects
τ key spaces out of ω key spaces, where τ < ω. If sensor k
selects key space A(t), the kth row of A(t) and kth column
of G are preinstalled in the sensor (note that the G matrix
is unique). The SK-RKP scheme has following properties:

• Once two nodes i and j have keys presinstalled from
the same key space A(t), they can derive a shared key

K
(t)
ij = K

(t)
ji .

• If x rows of a key space A(t) are predistributed to x
sensors and x ≤ λ, any subset of the x sensors cannot
collude to derive the secrets in other sensors.

• The id of a sensor is represented by the row number
of the key matrix A. No other sensor can impersonate
this sensor, since the row of A is uniquely distributed
to this sensor.

The technical details refer to [8, 9].

3. ATTACKS ON RANDOM KEY PREDIS-
TRIBUTION SCHEMES

The proposed P-RKP schemes and SK-RKP schemes have
several limitations which make them vulnerable to attacks.
Since sensors are low-cost devices and operate in unattended
environment for many applications, they cannot be con-
sidered tamper-resistant. We make following assumptions
about capabilities of the attacker.

• The attacker has unlimited energy and computing power.

• The attacker knows all the information stored in a sen-
sor once the sensor is captured.

• The attacker can listen and record all the traffic in the
network.

• The attacker has ability to physically locate a given
sensor by listening to the traffic.

• The attacker has ability to fabricate similar nodes and
deploy them.

3.1 Selective Node Capture Attack
In all current RKP proposals, the sensors are assumed to

be captured randomly. But in practice, the random capture
assumption is too weak. The attacker can purposely attack
certain area or a group of sensors possibly located closer
to each other. Thus, an attacker can purposely locate a
sensor and compromise the sensors which can give him more
information about the sensor network. For example, in P-
RKP scheme, each sensor broadcasts its key ring id (the
key list). An attacker can selectively compromise a sensor
that possesses the most number of keys that are not already
compromised.

We model the selective attack by using the heuristic tech-
nique. In the following presentations, x is the number of
compromised sensors, Cx is the cardinality of the set of com-
promised keys when x nodes are compromised, P is the size
of the key pool, m is the number of keys preinstalled in
each sensor, N is the total number of sensors deployed in
the network, and k is a variable. We use B to represent the
threshold that an attacker is to inspect and then to decide
which sensors to capture next. The mathematical model of
selective attack is presented as follows:

B =

�
P−Cx
m−k

��
Cx
k

��
P
m

� (N − x) (k = 0, . . . ,m) (1)

where

�
P−Cx
m−k

�
( Cx

k )

( P
m )

is the probability that there exist un-

compromised nodes and each of them has m − k keys not
already compromised; N − x is the total number of uncom-
promised nodes in the system.

The heuristic method is described as follows. Initially,
when k = 0, an attacker can arbitrarily capture a sensor
and derive m keys preinstalled in the captured sensor and
Cx = m. Then, he inspects the B: if B ≥ 1, he contin-
uously captures the nodes with m − k keys that are not
already compromised, and for each capture, Cx is increased
by m−k; if B < 1, he increases k by 1 until B ≥ 1. He then
captures the sensors with m − k keys that are not already
compromised. The attacker continues this process until the
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(a) Selective attack on P-RKP schemes (m = 100, p1 = 0.423,
N=10000; basic scheme P = 28140; q-composite scheme,
when q = 2, P = 9120, when q = 3, P = 5220)
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(b) Selective attack on SK-RKP schemes (m = 100, p1 =
0.423, N=10000)

Figure 1: Selective attack on RKP schemes.

condition m = k is fulfilled or the entire key pool is compro-
mised. The condition B > 1 means there exists uncompro-
mised sensor that has m− k keys that are not already com-
promised. Figure 1(a) shows the comparison between the
selective-node-capture attack (SA) and random-node-capture
attack (RA) on the P-RKP schemes. It might be note that,
in this figure, the size of key pool P is computed based
on the key graph connectivity probability presented in [14]
and p1 is the probability that two sensors share at least one
key during the key discovery phase. Our studies show that
the selective node capture attack can gain more information
than random node capture attack with the same number of
captured sensors.

In SK-RKP scheme, the attacker can selectively capture
the sensors that possess keys within the same key space.
Once λ+1 sensors with preinstalled keys from the same key
space are compromised, all the keys allocated from the same
key space are compromised. Thus, an attacker can incre-
mentally compromise the sensors that use same key space.
In this way, the attacker can compromise all the key spaces
one-by-one. Since sensors have keys from more than one key
space preinstalled, the number of sensors required to be cap-
tured to compromise the subsequent key spaces is smaller.
Figure 1(b) shows the SK-RKP scheme [8, 9] under SA and
RA, with m = 100, p1 = 0.432. This figure shows that un-
der selective attack, the robustness (threshold) of SK-RKP
scheme against node capture attack decreases dramatically.
In the example, the threshold values under SA are: 17 with
ω = 71, τ = 6; 25 with ω = 32, τ = 4; 50 with ω = 8, τ = 2.
The relation between the τ and the threshold is: the smaller
the τ , the higher the initial threshold. That is, with τ = 2,
we can maximize the initial threshold.

3.2 Active Attack: Node Fabrication Attack
The proposed P-RKP and SK-RKP schemes are all vul-

nerable to node fabrication attack. We describe the node
fabrication attack as follows: in this attack, the attacker

compromises only few sensors and uses the captured keys to
fabricate sensors with identities of uncompromised sensors
or fabricate sensors with new identities. Then, the attacker
can deploy the fabricated nodes in the parts of the network
where the original node is not present. The uncompromised
sensors in the network cannot detect the fabricated nodes
as anomalous nodes as long as they can have standard com-
munication with them. This attack is severer as compared
to passive listening attacks as the attacker may have enough
information to fabricate many sensors with many different
identities and possibly outnumber the original set of sensors.

The attacker can launch the node fabrication attack on
P-RKP schemes [6, 7] by capturing only two sensors. Since
there is no id authentication by using P-RKP scheme, by
capturing two nodes, the attacker can fabricate and deploy�
2m
m

�
new nodes without being detected. These fabricated

nodes are apparently good nodes, since they all have valid
keys. Thus, the fabricated nodes can quickly outnumber the
uncompromised nodes.

SK-RKP scheme is also vulnerable to node fabrication at-
tack. However, there are few restrictions for the attacker.
First, an attack requires to capture more than λ sensors in
order to compromise a key space. Second, an attacker can-
not arbitrarily generate new ids for the fabricated sensors,
since the ids indicate the rows of the secret matrix A pos-
sessed by the sensors. A wrong id will not guarantee that
a fabricated sensor can set up a pairwise key with uncom-
promised sensors. Thus, by restricting the distribution of
the number of rows of a secret matrix A to λ, we can pre-
vent the node fabrication attack. Our scheme described in
the next section uses this technique. The previous propos-
als [8, 9] cannot fulfil this requirement with relatively small
λ to support a large sensor system with typically 1,000 to
10,000 sensors. Since in our scheme, we restrict the size of
deployment region by partitioning it into multiple zones, the
required network size for each zone becomes smaller and we
can prevent node fabrication attacks by using the technique
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Figure 2: Relation between λ and the number of
sensors deployed in a zone (nz), and m = 100

discussed above. Figure 2 shows the relation between the
value of λ and supported size of network for each zone (nz).

4. GRID-GROUP DEPLOYMENT SCHEME
In this section, we present our grid-group deployment

scheme and the key predistribution schemes used for the
same.

For our scheme, we assume that the target deployment
area is a two-dimensional rectangular region with the size
(i · a)× (j · a) square meters. The rectangular region can be
further divided into (i·j) deployment areas, each of size a×a
square meters. In this paper, we denote each small deploy-
ment area as zone Z(i, j), where Area(Z(i, j)) = a2. An
example of deployment region is shown in Figure 3, where
i = j = 6. We use G(i, j) to denote the group of sensors
deployed in zone Z(i, j). We assume that the sensors are
uniformly distributed over the deployment region and for
each group, the number of sensors in the group is nz. We
denote the total number of sensors in the whole deployment
region by N . Thus, we have N = nz · i · j. A sensor is
identified by [(i, j), b], where (i, j) is the group id, and b is
the unique node id of a sensor (b = 1, . . . , N).

4.1 Sensor Deployment Method
The sensor deployment method is given as follows:

• Partition N sensors into i · j groups with nz sensors in
each group.

• Assign the identifier [(i, j), b] to each sensor in the
G(i, j), where b = 1, . . . N .

• Assign m keys to each sensor in group G(i, j).2

• Uniformly distribute the sensors for the group G(i, j)
in zone Z(i, j).

2The key-assignment is presented in Section 4.2.

4.2 Key Predistribution Schemes
The value (i, j) is used to identify a group or zone. We

use the superscripts + and − with i and j to denote the
neighboring groups or zones. For example, G(i+, j) = G(i+
1, j) is a neighboring group of G(i, j). We propose two key
predistribution schemes according to the group relations.
The key predistribution scheme used within a group is called
I-Scheme and the key predistribution scheme used between
two neighboring groups is called E-Scheme.

4.2.1 I-Scheme: key predistribution within a given
zone

We use the scheme specified in Section 2.3 for our I-
Scheme. To achieve the non-colluding3 property. We set
the following restrictions:

• τ = 2, this maximizes the initial node capture thresh-
old (refer to Figure 1(b)).

• No more than λ sensors are allowed to choose a given
key space.

• As a result of the first two restrictions, we restrict the
number of sensors in each group, nz, to |G(i, j)| ≤
λω/τ .

As shown in Figure 1(b), for a fixed value of m=100, the
number of keys preinstalled in each sensor, the smaller the
τ , the higher the initial node capture threshold. The initial
threshold is computed as m/τ . For example, for τ = 2,
ω = 8, and m = 100, the initial threshold is 50. Since τ = 2
gives the highest initial threshold. In this paper, we consider
τ = 2 for our analysis.

For each key space, the secret matrix A = (D · G)T is a
N × (λ + 1) matrix. If an attacker has knowledge of more
than λ rows, the entire matrix A can be derived. Thus, to
improve the survivability of the sensor system, we restrict
the number of rows of matrix A distributed to sensors to λ.

As a consequence of the previous restrictions, the number
of sensors deployed in each zone is restricted to |G(i, j)| ≤
λω/τ . Figure 2 shows the relation between |G(i, j)| and λ.
Based on above discussion, we propose the following key
predistribution scheme (I-Scheme) for the sensors located
within the same zone as follows:

1. The key pool P is composed by P = L × M sub-key
pools (a sub-key pool is represented as P(i, j) where
i = 1, . . . , L, j = 1, . . . ,M). Each sub-key pool is
divided into ω sub-key spaces. A sub-key space is a
N × (λ + 1) key matrix A. Each element of A is a
unique key.

2. Divide the N sensors in L×M groups (a group is rep-
resented by G(i, j), where i = 1, . . . , L, j = 1, . . . ,M).

3. Assign unique identifiers to the sensors. For each sen-
sor, assign the id = [(i, j), b], where (i, j) is the group
id, and b = 1, . . . , N .

3The non-colluding feature of the proposed pairwise key
scheme is described as follows: for all pairwise key Kij ∈ P,
where Kij is the pairwise key that can be derived from the
secrets possessed by sensors si, sj ∈ S, all sensors in the set
S \ {si, sj} cannot derive the pairwise key Kij , S is the set
of all sensors deployed in the system.
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Figure 3: Sensor deployment in a grid structure

4. For sensor [(i, j), b], randomly select τ sub-key spaces
from ω sub-key spaces in P(i, j) while making sure
that the selected sub-key space is not already selected
λ times. Load the sensor with the bth row of matrix A
for each sub-key space selected.

4.2.2 E-Scheme: keys predistribution for two adja-
cent zones

As shown in Figure 3, a zone can have the maximum of
8 neighboring zones; e.g., the bidirectional arrows shown
around zone Z(3, 3). Our key predistribution scheme (E-
Scheme) for sensors in two adjacent zones is given as follows:

1. For a sensor i in group G(i1, j1), randomly select one
sensor, say j, from one of its neighboring groups, say
G(i2, j2). Groups G(i1, j1) and G(i2, j2) are neighbors
if |i1 − i2| ≤ 1 or |j1 − j2| ≤ 1.

2. Install duple < kij , idj > in i and duple < kij , idi > in
j, where key kij is unique and idi, idj are the identifiers
of node i, j respectively. Once node i select a peer node
j in group G(i2, j2), it cannot select another node in
the same group.

3. If all sensors have selected a node in each of its neigh-
boring groups, stop; otherwise goto step 1.

5. AREA COVERAGE ANALYSIS
In this section, we study the area coverage of a sensor

within the same zone and in the neighboring zones. Our
analysis is based on the following assumptions:

• All our analysis is based on a two-dimensional Carte-
sian plane. A zone is represented by an area x ∈
[0, a], y ∈ [0, a], where (x, y) is a point in the two-
dimensional Cartesian plane.

• All sensors have equal communication radius, R, and
hence cover the same size of area, where R ≤ a/2.
In our analysis, we assume R = 40 meters, a = 100
meters

• The sensors are uniformly distributed in a deployment
region and the average number of neighbors for each
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Figure 4: Contour curves for average number of
neighbors within the same zone (n′ = 50, nz = 100)

sensor is n′. The density of the deployed sensors is

ρ = n′
πR2 .

According to the assumption presented above, the number

of deployed sensors within each zone is nz = a2ρ ≈
 

a2n′
πR2

£
.

5.1 Sensor Coverage – within the Same Zone
We present the coverage of sensor [(i, j), b] in its zone

Z(i, j) in this section. Given a position (x, y) for sensor
[(i, j), b], the sensor coverage is given as follows:

Cb(i, j)|(x,y) =

�
C1

b (i, j)|(x,y) , 0 ≤px2 + y2 ≤ R

C2
b (i, j)|(x,y) , R <

p
x2 + y2 ≤ a/2

The expressions for C1
b (i, j) and C2

b (i, j), along with the
proofs are given in Appendix A. From the above results,
the number of neighbors of sensor [(i, j), b] within the zone
Z(i, j) is given as:

Nb(i, j) = ρ · Cb(i, j) (2)

Where Nb(i, j) is the number of neighbors of sensor [(i, j), b]
within the zone Z(i, j). In Figure 4, we show the contour
curves of the average number of neighbors of sensor [(i, j), b]
within the zone Z(i, j).

5.2 Sensor Coverage – in Different Zone
In Figure 4, we show that there are 8 possible zones sur-

rounding zone Z(i, j). We use superscripts + and − to rep-
resent the area coverage and sensor coverage between two
neighboring zones. For example Cb(i+, j−) and Nb(i+, j−)
represent the area coverage and sensor coverage of sensor
[(i, j), b] in zone Z(i + 1, j − 1). Similarly, Cb(i, j−) and
Nb(i, j−) represent the area coverage and sensor coverage of
sensor [(i, j), b] in zone Z(i, j − 1).

The representations and proofs of neighboring zone cov-
erage Cb(i, j−)|(x,y), Cb(i+, j−)|(x,y), and Cb(i+, j)|(x,y) are
given in Appendix B. In summary, the number of neighbors
that node [(i, j), b] covers in a neighboring zone is given as:

Nb(i∗, j∗) = ρ · Cb(i∗, j∗) (3)

where * represents -, +, or none.

34



6. KEY GRAPH CONNECTIVITY
In this section, we present the Key Graph connectivity

analysis for sensors located within the same zone and in
adjacent zones.

6.1 Key Graph Connectivity within the Same
Zone

The number of keys preinstalled in each sensor is repre-
sented by m. According to the deployment pattern shown
in Figure 3, we select a unique key pool for each zone, i.e.,
P(i, j) for Z(i, j).

To determine the size of key pool, |P(i, j)|, and the num-
ber of keys selected, m, from the key pool for sensor [(i, j), b],
we use the equations of P-RKP scheme proposed by Es-
chenauer and Gligor [6] and further modified for SK-RKP
scheme by Du et al. [9].

p1 = 1 −
�

ω
τ

��
ω−τ

τ

��
ω
τ

�2 = 1 − ((ω − τ)!)2

(ω − 2τ)!ω!
(4)

Here, p1 is the probability that given two sensors share at
least one key. Eschenauer and Gligor [6] proposed an ap-
proximate method to compute key graph connectivity. Our
preliminary studies show that this approach does not work
well when the neighborhood size of a sensor is small. We
derive the key graph connectivity by using binomial prob-
ability distribution and modified binomial probability dis-
tribution in a heuristic hop-by-hop fashion. The key graph
connectivity probability is presented in [14].

Since we assume that the sensors are uniformly distributed
within a zone, the closer the sensor to the center of the zone,
the more the neighbors within the same zone for the sensor.
Thus, the key graph connectivity will only be considered
as the key graph created by the sensors within the same
zone. For sensor [(i, j), b] in zone Z(i, j), the number of
neighbors within its zone is Cb(i, j). As shown in Figure 4,
if the average number of neighbors of a sensor, n′, is 50,
the zone has total of nz = (n′a2)/(πR2) sensors and there
are approximately 11 nodes in the zone with less than 25
neighbors from the same zone.

If we assume the number of neighbors of a sensor is 25, us-
ing the key graph4 connectivity presented in [14], we derive
the probability p1 = 0.5. When p1 ≥ 0.5, the key graph is
connected with probability greater than 0.996 within three
hops. In the worst case, the sensor is located at the cor-
ner of the square area, and has approximately 12 neighbors
within the same zone. In this case, the probability that
the key graph is connected within five hops is 0.8736 and
on average there are only 0.1483 neighbors that can not be
reached within five hops. If there exist unreachable nodes,
a sensor can just simply send requests to is neighbors which
have more than 25 neighbors to set up the pairwise keys.
A neighbor with more than 25 neighbors can be identified
from the neighbor-list broadcasted during the key discovery
phase. Since we know that a sensor with 25 or more neigh-
bors can set pairwise keys with all its neighbors, it can help
to set up the pairwise key when they all within each other’s
communication range. In Section 7.1, we will discuss how
a sensor sends requests to its neighbors for pairwise key set
up within the same zone.

4Here, the key graph is composed by only the sensors within
the same zone.

6.2 Key Graph Connectivity between Two Ad-
jacent Zones

The node [(i, j), b] may be located close to the boundary
of two neighboring zones, Z(i, j) and Z(i∗, j∗). The number
of neighbors of node [(i, j), b] located within these two zones
can be represented by Nb(i, j) and Nb(i∗, j∗). Node [(i, j), b]
is considered to be connected to the neighboring zone as long
as it can find at least one neighbor, b′, located in Cb(i, j)
who shares a key with at least one of nodes, b′′, located in
Cb(i∗, j∗). The pairwise key establishment protocol between
two adjacent zones is described in Section 7.2. Thus, using
(2) and (3), we can derive the probability p(i∗, j∗) that sen-
sor [(i, j), b] can connect to the neighboring zone with the
help of all its neighbors.

p(i∗, j∗) = 1 −

�
nz −Nb(i, j)
Nb(i∗, j∗)

��
nz −Nb(i∗, j∗)

Nb(i, j)

�
�

nz

Nb(i∗, j∗)

��
nz

Nb(i, j)

� (5)

Note that (2) and (3) are derived from Cb(i, j) and Cb(i∗, j∗),
which are the functions of two-dimensional Cartesian co-
ordinates with the position (x, y). Thus p(i∗, j∗) is the
function of (x, y). Using the (5), we draw the probabil-
ity contour curves that a node in Z(i, j) can connect to its
neighboring zones Z(i, j−) and Z(i+, j−) with parameters
a = 100m,R = 40m,n′ = 50, nz = 100 in Figure 5(a).

7. PAIRWISE KEY ESTABLISHMENT PRO-
TOCOL

Our key establishment protocol5 consists of two phases:
1. the key establishment within a given zone, 2. the key
establishment between adjacent zones.

7.1 Key Establishment within the Same Zone
The key establishment within the same zone is the first

phase after deployment of the sensors. In this phase, each
sensor attempts to establish pairwise keys with all its neigh-
bors within the same zone.

In our scheme, each sensor, say [(i, j), b], initiates this
phase by broadcasting its identifier [(i, j), b] and its key space
identifiers [τ1, τ2]. Based on the received ids and correspond-
ing key spaces, a sensor builds a key graph with ids of all
the neighbors as vertices. For each of the neighbors, say
[(i, j), u], the sensor checks if they share the same key space.
If they do share a key space, they can derive the pairwise
key Kbu using the key agreement method presented in Sec-
tion 2.3. The node [(i, j), b] will then add a link between
itself and node [(i, j), u] in its key graph.

After receiving the identifiers from all neighbors and adding
links in the key graph for the neighbors with shared key
space, the sensor broadcasts a list of neighbors who share
key space with it. After receiving the same type of list from
the neighbors, each sensor updates its key graph by adding
edges between vertices according to the received neighbor-
list. Finally, based on the derived key graph, the sensor can
use source routing, by explicitly specifying the key path (in
hop-by-hop fashion), to send request and establish pairwise
keys with all its remaining neighbors.

5Due to page limits, in this paper, we only present an outline
of the key establishment protocol. The detailed protocol will
be covered in our following papers.
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Figure 5: Connectivity between two adjacent zones (a = 100m,R = 40m,n′ = 50, nz = 100)

There may be a few nodes that may not be able to set up
pairwise keys to all its neighbors within a given zone (e.g.,
the node are located outside of 25 curve line in Figure 4).
In Section 6.1, we present the analysis that this probabil-
ity is small. Even if there exist nodes that cannot set up
pairwise keys with its neighbors, they can refer to the nodes
who have already set up the pairwise keys with all its neigh-
bors within the same zone. These nodes are usually located
around the high numbered contour curves. For example, if
our selected thresholds ω and τ can fulfil the requirement
that a node with 25 or more neighbors can set pairwise keys
with all its neighbors, the nodes locate around 25 curve line
can set up links to every node within its communication
range which includes the nodes located outside the 25 curve
line. Now, these node can serve as the intermediate nodes
(or proxy) to set up the pairwise keys. A node can send re-
quests to its neighbors with more than 25 neighbors within
the same zone. If the node has a link to the requested des-
tination, it selects a pairwise key and encrypts it using the
already set up pairwise keys with the source and destina-
tion. The source (a requestor) can send multiple requests
to its neighbors and it may receive multiple responses. In
this case, the source and destination node can exclusive-or
all received keys and use the result as their pairwise key.
This arrangement improves security. A neighbor with more
than 25 neighbors can be identified from the neighbor-list
broadcasting during the key discovery phase.

7.2 Key Establishment between Adjacent
Zones

After the first phase of key establishment, a sensor sets up
pairwise keys with all its neighbors within the same zone.
Then, the system goes into the second phase of key estab-
lishment to set up pairwise keys with nodes located in the
adjacent zones.

We described the key predistribution scheme for two ad-
jacent zones (E-Scheme) in Section 4.2.2. When a sensor

wants to set up keys with its neighbors in the adjacent zones,
it broadcasts the desired node list. A neighbor of the re-
questor within the same zone who already shares a key with
the nodes in the requestor’s list acts as a proxy and does the
following: 1. selects a pairwise key for the pair, 2. encrypts
the selected pairwise key using the pairwise key already set
up between itself and the requestor and the pairwise key
already shared between itself and the destination node, 3.
sends the two encrypted messages to the requestor. Upon
receiving the response, the requestor will forward the en-
crypted pairwise key to the destination. Figure 5(a) shows
the contour curves of the probabilities that a node in Z(i, j)
can connect to its neighboring zones Z(i, j−) and Z(i+, j−).
Since during the first phase, nodes have already set up pair-
wise keys to all their neighbors within the same zone, during
the second phase, as long as there exists one node with a link
to the neighboring zone, it can be used as a bridge to set up
pairwise keys to the neighboring zone for all its neighbors.

The probability that a node can connect to neighboring
zones with the help of exactly k neighbors is given as follows:

pk(i∗, j∗)

=

�
nz
k

�� nz −Nb(i, j)
Nb(i∗, j∗) − k

��
nz −Nb(i∗, j∗)
Nb(i, j) − k

�
�

nz

Nb(i∗, j∗)

��
nz

Nb(i, j)

�
The probability that a node can connect to neighboring
zones with the help of at least q neighbors is denoted by
pq̂(i∗, j∗) and is given as follows:

pq̂(i∗, j∗) = 1 − [p0(i∗, j∗) + · · · + pq−1(i∗, j∗)] (6)

Figure 5(b) shows the range in which a sensor can connect to
its neighboring zones with at least q links via its neighbors,
where q = 1, 2, 3 and the connectivity probability is 0.8.
Thus, a sensor can randomly select q neighbors who respond
to the requests and send the responses to the destination
nodes. The selected q destination nodes can help the sensor
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set up q paths to any of the neighbors in the adjacent zone.
If there are q keys generated, the pairwise key is given as:

k = k1 ⊕ · · · ⊕ kq (7)

where ⊕ is the exclusive-or operator.
Comparing Figure 4 and Figure 5(b), almost all sensors

that have less than 20 neighbors and some of sensors that
have less than 25 neighbors can set up at three connections
to the diagonal neighboring zones. The sensors that have
less than 35 neighbors within the same zone may set up at
three connections to the horizontal and vertical neighboring
zones.

Similar to the key establishment scheme within the same
zone, for a sensor who cannot set up a key path to a neigh-
boring zone, a sensor can send requests to its neighbors with
15 ∼ 30 neighbors within the same zone. If the nodes has
a link to the requested destination, it selects a pairwise key
and encrypts it using the already established pairwise keys
with the source and destination. The pair of nodes that
may want to set up a pairwise key can utilize the function
presented in (7) to exclusive-or all received keys and use the
result as their pairwise key.

8. PERFORMANCE ANALYSIS
In this section, we present the performance analysis based

on storage, security, communication overhead, and compu-
tation overhead due to the proposed scheme. We also pro-
vide comparison studies of our scheme with the sensor de-
ployment scheme proposed in [1].

8.1 Other Location-aware Schemes
Two schemes have been proposed in [2] by using known

sensor location information. The first scheme is called clos-
est pairwise keys scheme (CPKS). This scheme assumes the
deployment point of each sensor is known in advance, which
is too strict for implementation. The second scheme is called
location-based key predistribution (LBKP). This scheme par-
titions a deployment area in multiple square areas (zones);
using the same key predistribution schemes proposed in [11],
each area is associated with two polynomials; a key server
is responsible for predistributing keys based on known net-
work topology and sensors’ location points within a square
area. Once a sensor’s location point is determined, the key
server installs a set of polynomial variables associated with
the square area in the sensor. Using this scheme, within
a square area, if λ + 1 or more sensors are captured, all
communications between this area and its adjacent area are
compromised. Our analysis in Section 3.1 shows this scheme
is vulnerable to selective node capture attack. To overcome
this problem, instead of using two polynomial settings for
each zone, we use a unique structured key pool (proposed
in [8, 9]) for each zone and restrict at most λ polynomial
variables that are distributed from each polynomial. An-
other vulnerability of the scheme in [2] is that, if attackers
capture more than λ sensors, they can fabricate nodes with-
out being detected. We overcome this problem by assign a
unique number (from 1 to N) to N deployed sensors. This
number also identify the column number of G matrix. Since
this number is unique for a sensor and no attacker can com-
promise more than λ rows of a key matrix A. Thus, the
attacker cannot fabricate new sensors by installing new row
elements to a fabricated sensor. The LBKP scheme also re-
quires the location of each sensor is preknown, which is too

restricted for implementation due to large number of sen-
sors. In our grid-group deployment scheme, we assume a
group of sensors (100 sensors in our performance analysis)
are uniformly deployed within a given square area, which re-
duces the deployment complexity. Our scheme employs two
stage pairwise key establishment scheme which uses two set
of preinstalled keys. This method also reduces the number
of keys preinstalled in each sensor.

In [1], Du et al. showed that using known deployment
information, the performance of P-RKP schemes can be im-
proved significantly. Especially, the proposed scheme re-
duces the consequences of random node capture attack. The
main contribution of this scheme is to restrict the shared
key information locally (within a small range, e.g., 100m×
100m). The P-RKP and SK-RKP schemes proposed in [6,
7, 10, 8, 9] assume that each sensor has an equal probability
to have a given key installed in its memory. Instead of dis-
tributing the keys uniformly within a given sensor system,
Du et al. [1] proposed to restrict the key distribution lo-
cally by geographically dividing the deployment region into
N×M small areas. A small key pool is constructed for each
small area acco‘rding to its neighboring-area relation. The
sensors located within each small area (which form a group)
use the P-RKP scheme to predistribute the keys. They call
this deployment method as group-based deployment model.
However, the scheme proposed by Du et al. has several de-
ficiencies. The sensor density of of an area is uneven in that
the density around the center of group deployment point is
much higher than that at the edge of the small area. The
deployment pattern can be modeled by normal distribution.
Thus, in order to make sure that a sensor deployed at the
edge of an area has enough preinstalled keys to set up pair-
wise keys with all its neighbors, the group-based deployment
model requires more sensors deployed around the group de-
ployment point. In addition, the uneven distribution of sen-
sors within a given area may be undesirable from the appli-
cation and the security point view. For example, the sensed
data may be unevenly distributed within the deployed area
which can introduce additional complexity for the applica-
tions analyzing the sensed data; moreover, an attacker can
capture more sensors around the group deployment point.

8.2 System Configuration
In order to compare with the P-RKP location scheme, we

use the similar system configuration proposed in [1].

• The number of sensor nodes in the sensor network is
10,000.

• The deployment area is 1000m× 1000m.

• The area is divided into a grid of size 100, with each
square (a zone) of size 100m× 100m.

• The number of sensors deployed within each zone is
nz = 100.

• The communication radius R is 40m and the average
number of neighbors of a sensor is n′ = 50.

• The parameters used for key predistribution scheme
within a zone are τ = 2 and ω = 7. Therefore, the
probability that two neighboring sensors share a key
is p1 = 0.5238.
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8.3 Storage Overhead Analysis
A sensor is required to store m = (λ + 1)τ keys that

are used to set up pairwise key within its zone, where λ is
restricted by nz = λω/τ . For example, if τ = 2, ω = 7, and
nz = 100, then λ = 29. In addition to the keys selected from
the key matrix A, each sensor is required to install at least
one key for each of its neighboring zones. The maximum
number of neighboring zones is 8. Thus, the total number
of keys that are needed to be preinstalled in a sensor is give
as:

m =
� nzτ

ω

£
+ 1
�
τ + γα

where the γ is the number of neighboring zones and α is
the number of keys preinstalled for each pair of neighboring
zones for a sensor. For all our analysis, we use the follow-
ing parameter setting: γ = 8, α = 1. Thus, the storage
requirement for a sensor is m = 68.

Unlike the P-RKP scheme proposed in [6] which requires
m = 272 to fulfil p1 = 0.5238, our scheme requires m = 68
which is much lesser. For the scheme specified in [1], to
achieve the p1 = 0.5238, it requires 72 keys preinstalled for
each sensor, which is a marginally higher than our scheme.

8.4 Security Analysis
Our security analysis presents a new way to analyze the

security of pairwise key establishment for large distributed
sensor system. Particularly, selective attack and node fabri-
cation attack have not been addressed thoroughly in current
literatures. All our analysis is based on the attacker’s ca-
pabilities presented in Section 3 and the two phases of key
establishment procedure presented in Section 7.

8.4.1 Security evaluation metrics
Sensor networks have many characteristics that make them

more vulnerable to attacks as compared to conventional
computing environment. We present several criteria that
represent desirable characteristics in a pairwise key estab-
lishment scheme for sensor networks.
Resilience against node capture attack : to evaluate the
random node capture attack and selective node capture at-
tack: we evaluate the fraction of compromised links among
uncompromised nodes due to captured nodes.
Resilience against node fabrication : we evaluate a the
resilience of scheme against node fabrication by evaluating
the capability of the attacker to successfully deploy the fab-
ricated sensors into the deployment area.

8.4.2 Random node capture attack
Random node capture attack assumes that an attacker

randomly captures the deployed sensors. If the attacker can
gain the information which is not already known to him, the
attack is considered successful. To evaluate the resilience to
against the random node capture attack, we use the frac-
tion of compromised communication links among uncom-
promised nodes to evaluate the proposed schemes.

Our pairwise key establishment scheme includes two phases.
The first phase uses the SK-RKP scheme proposed in [8, 9].
In addition, we restrict the number of rows of secret matrix
A (A = (D ·G)T ) distributed to sensors to λ. The side effect
of this restriction is that the number of sensors deployed in
each zone is restricted by λω/τ , where τ is the number of
key spaces selected for each sensor. This restriction gains
the maximum security to guard against node capture attack
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Figure 6: Random/Selective node capture attack:
P-RKP location scheme vs. Our Scheme

since no attacker can derive the secrets preinstalled in the
uncompromised sensors. Thus, our scheme is perfectly se-
cure against the random node capture attack during the first
phase of key establishment procedure. During the second
phase of key establishment procedure, a unique key is as-
signed to each node for each of its neighboring zones. Thus,
the attacker cannot derive more information from the cap-
tured information. Hence, for the second phase of our key
establishment procedure, our proposed scheme is perfectly
secure against random node capture attack. In summary,
using our scheme, the attacker can not derive the secret in-
formation used among uncompromised nodes from the cap-
tured nodes. Overall, our scheme is resilient to random node
capture attack. Figure 6 compares our scheme with the P-
RKP location scheme proposed in [1] against selective at-
tack.

8.4.3 Selective node capture attack
The selective node capture attack is described in Sec-

tion 3.1. In this attack, the attacker can listen to the broad-
cast communications and selectively capture sensors to max-
imize the attack effects. Using selective node capture attack,
the attacker only needs to attack certain area or a group of
sensors. By doing this, with little efforts, a particular zone
can be compromised.

The analysis of the fraction of compromised link among
uncompromised nodes under selective attack on our scheme
is the same that presented in previous section – the attacker
cannot derive the keys used among uncompromised nodes
from the captured nodes. But for P-RKP location scheme
[1], if the attacker just concentrates on a particular area,
he can compromise the system by capturing less number of
nodes. As specified in [1], if the number of keys preinstalled
for each sensor is m = 50 and the average number of neigh-
bors for a node is n′ = 50, the key pool size used by a
particular zone is 1770. Note that the 1770 keys contain not
only the keys for its own zone, but also keys in the neigh-
boring zones (for details refer to [1]). Thus, by utilizing the
(1) and attack techniques described in Section 3.1, we draw
the Figure 6 to compare our scheme with P-RKP location
scheme.
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Figure 6 shows that under selective attack for P-RKP
scheme, capturing 20 nodes will cause roughly 60% (1062
keys) of the total keys (1770) compromised. On the con-
trary, for our scheme, the fraction of compromised links be-
tween uncompromised nodes remains zero.

8.4.4 Node fabrication attack
Using node fabrication attack, the attacker can fabricate

new nodes by manipulating the information from the cap-
tured nodes, such as the secret keys preinstalled in the cap-
tured sensors. This attack can cause severe security prob-
lems for P-RKP location scheme, since there is no connec-
tions between a sensor’s id and the keys it possesses. For
example, if an attacker only captures two nodes, he can
fabricate

�
2m
m

�
new nodes and deploy them back into the

sensor network without being detected. Thus, the attacker
can quickly outnumber the uncompromised sensors.

We use the secure group key schemes proposed by Blom [13]
and further developed by Blundo et al [11], in which the
key id is used to identify the row of the secret matrix A
(A = (D · G)T )) distributed to the sensor (the key id can
also serve as user id). Since we restrict the number of rows
of the key matrix A distributed to sensors to λ, the attacker
cannot derive the rows of key matrix A other than the ones
he has already captured. Consequently, the attacker cannot
fabricate new nodes using the information from the captured
nodes.

8.4.5 Other security considerations
In other security attacks, such as node replication attack,

cloned nodes can be deployed in the system. Our scheme’s
behavior is the same as that of existing proposals under this
attack. Further, we notice that the attacker can compromise
the pairwise keys by capturing sensors and then use the cap-
tured sensors to help the uncompromised sensors to setup
the pairwise keys. This attack can be mitigated by increas-
ing the probability that two sensors share a key p1 and use
multiple key paths to set up pairwise keys. The analysis of
these countermeasures will be given in our following papers.

8.5 Communication Overhead Analysis
We derive the mathematical expressions for the probabil-

ity that a sensor can set up key paths with all its neighbors
within h hops in [14]. Due to page limits, we simply put the
mathematical expressions, simulation results, and compari-
son studies in [14]. This mathematical model is used for our
communication overhead analysis. Since our key establish-
ment procedure includes two phases: the key establishment
within a zone and the key establishment between two adja-
cent zones, we analyze the communication overhead for each
phase separately.

During the first phase of key establishment, the closer the
sensor to the center of a zone, the smaller the communication
overhead due to key establishment. For example, for τ = 2,
ω = 7, the following table shows the number of hops and
the corresponding key graph connectivity probabilities: As
shown in Figure 4, most pairwise keys can be set up within 3
hops. If a sensor cannot set up pairwise keys with its neigh-
bors within 3 hops, as presented in Section 7.1, the sensor
sends requests (r requests) to its neighbors, if q neighbors
reply to the requests with the keys k1, . . . , kq, where q ≤ r,
the pairwise key is k = k1 ⊕ . . . ⊕ kq. We show that for
ω = 7 and τ = 2, and if a sensor has 15 neighbors, then on

# of neighbors # of hops key graph connectivity
50 2 0.9957
40 2 0.9806
30 3 0.9996
25 3 0.9980
20 3 0.9893
15 4 0.9583

average, only 0.044 neighbors cannot set up pairwise keys
within 4 hops. This is almost negligible.

During the second phase of key establishment, between
two adjacent zones, as Figure 5(b) shows, a sensor can set
up q paths to the neighboring zones with the probability of
0.9. Each path is a 2-hop path. The nodes who cannot find
a path to the neighboring zone can use the method described
in Section 7.2, which is the same as that in used in the first
phase. In this scenario, a sensor sends requests (r requests)
to its neighbors, if q neighbors reply to the requests with the
keys k1, . . . , kq, the pairwise key is k = k1⊕. . .⊕kq. Since the
sensors within the curve lines (the area of the zone Z(i, j) is
split by the curve that close to the neighboring zone) shown
in Figure 5(b) has already set up the pairwise keys with
all the neighbors in the neighboring zones, we only consider
the nodes who can help the sensor to set up path with 2
hops. We note that the farther the sensor from the zone
boundary, the smaller the probability that a sensor can find
a path to the neighboring zone; at the same time, the farther
the sensor from the boundary, the smaller the number of
neighbors within the neighboring zone.

8.6 Computation Overhead Analysis
The computation overhead is mainly from the secure group

key scheme introduced by SK-RKP scheme. In our schemes,
we reduced the computation overhead significantly as com-
pared to the SK-RKP scheme proposed in [8, 9] that does
not use the location information. For example, by using
the SK-RKP scheme without using location information, for
m = 200, τ = 2, and λ = 100, to derive a pairwise key, the
total number of required modular multiplication operations
is 200 (for the detail description of pairwise key establish-
ment scheme refer to [8, 9]). Note that this requirement is
to fulfil the connectivity of whole sensor network. In our
scheme, we only need to guarantee the local connectivity
within a zone. We reduce the number of keys preinstalled
in a sensor (see the analysis presented in Section 8.3). If
we restrict the number of sensor within a zone to nz = 100,
for ω = 7, τ = 2, the λ = �nzτ/ω� = 29. Thus, the num-
ber of required modular multiplication operations to derive
a pairwise key is only 58.

9. CONCLUSION
We described SK-RKP schemes [8, 9] used in our pro-

posed grid-group scheme. Using this scheme, we signifi-
cantly decrease the requirement for number of keys to be
installed in each sensor (approximately 3 times less than
the schemes without using deployment information). More-
over, our scheme is resilient to selective node capture attack
and node fabrication attack which have not been completely
addressed and analyzed in the current literatures. Our com-
parison studies with the recent P-RKP location scheme [1]
show that our scheme exhibits better performance from both
storage and security perspectives.
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We notice that the attacker can compromise the pairwise
keys by capturing sensors and then use the captured sensors
to help (act as a proxy) the uncompromised sensors to setup
the pairwise keys. In this way, the attacker can capture the
pairwise keys used between uncompromised sensors. In our
future work, we will study the security of various proposals
under such attack and corresponding countermeasures.
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APPENDIX

A. SENSOR COVERAGE – WITHIN THE
SAME ZONE

The covering area of sensor [(i, j), b] in its zone Z(i, j) is
shown in Figure 7. We can further divide the zone into 4
areas. The sensor coverage in these 4 areas are horizontally
and vertically mapping to each other. Within a small area,
there are two scenarios that shown in the Figure 7.

In the first scenario (shown the sensor is located at the
position (x1, y1)), the distance between the origin and the

sensor is
p

x2
1 + y2

1 ≤ R. The coverage is composed by a sec-
tor with the angle θ1 plus two triangles (the shaded areas).
The θ1 is given as follows:

θ1 =
3

2
π − sin−1 B1 − x1

R
− sin−1 A1 − y1

R

where,

A1 − y1 =
È

R2 − x2
1, B1 − x1 =

È
R2 − y2

1

The coverage (the shade area) of sensor [(i, j), b] in zone
Z(i, j) is represented as C1

b (i, j) and it is computed as fol-
lows:

C1
b (i, j)|(x1,y1) = x1y1 +

1

2
[x1(A1 − y1)

+y1(B1 − x1)] +
θ1
2
R2

In the second scenario (shown the sensor is located at the
position (x2, y2)), the distance between the origin and the

sensor
p

x2
2 + y2

2 > R. The coverage is composed by two
triangles (�A2A3o,�B2B3o) and two sectors with angles
θ2 and θ3. The θ3 is given as follows:

θ3 =
3

2
π − sin−1 B2 − x2

R
− sin−1 A2 − y2

R

The θ2 is given as follows:

θ2 =
π

2
− sin−1 x2 −B3

R
− sin−1 y2 −A3

R

The θ4 is given as follows:

θ4 = 2 sin−1 A2 − y2

R

The θ5 is given as follows:

θ5 = 2 sin−1 B2 − x2

R
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Figure 7: Occupied zone

We note that,

y2 −A3 = A2 − y2 =
È

R2 − x2
2

x2 −B3 = B2 − x2 =
È

R2 − y2
2

The coverage (the shade area) of sensor [(i, j), b] in zone
(i, j) is represented as C2

b (i, j) and it is computed as follows:

C2
b (i, j)|(x2,y2) =8>>><
>>>:

1
2
[x2(A2 −A3) + y2(B2 −B3)]

+ θ2+θ3
2

R2 , x ≤ R, y ≤ R
1
2
x2(A2 −A3) + 2π−θ4

2
R2 , x ≤ R, y > R

1
2
y2(B2 −B3) + 2π−θ5

2
R2 , x > R, y ≤ R

πR2 , x > R, y > R

To summarize, given a position (x, y) for sensor [(i, j), b],
the area coverage is given as follows:

Cb(i, j)|(x,y) =

�
C1

b (i, j)|(x,y) , 0 ≤px2 + y2 ≤ R

C2
b (i, j)|(x,y) , R <

p
x2 + y2 ≤ a/2

In Figure 4 shows the average number of neighbors of a
sensor that is located in different position of a given zone.

B. SENSOR COVERAGE – IN DIFFERENT
ZONE

B.1 Zone Coverage C(i, j−)

Shown in Figure 8 (a), we first compute the area of the

triangle �A3A1b as follows:

|A1A2| =
p

R2 − x2

|A3b| =
x

cos(∠A3bA2)
=

xRp
R2 − y2

|A2A3| =
xyp

R2 − y2

|A2b| =
È

|A3b|2 − |A2A3|2

�A3A1b =
1

2
(|A1A2| + |A2A3|)|A2b|

The area of triangle �A3oB1 is given as follows:

|B1A3| = R− |A3b|
|A3o| = y − |A2A3|
|B1o| =

È
|B1A3|2 − |A3o|2

�B1A3o =
1

2
|B1o||A3o|

The area of sector úB1bA1 is given as follows:

∠A2bA3 = sin−1
� y
R

�
∠A2A1b = sin−1

� x
R

�
∠A1bA2 =

π

2
− ∠A2A1b

∠A1bB1 = ∠A1bA2 + ∠A2bA3úB1bA1 =
∠A1bB1

2π
πR2 =

∠A1bB1

2
R2

Thus, the shade area C(i, j−) is given as;

Cb(i, j−)|(x,y)

= úB1bA1 + �B1A3o−�A3A1b

=
R2

2

�π
2

+ sin−1
� y
R

�
− sin−1

� x
R

��
−x

2

�p
R2 − x2 +

xyp
R2 − y2

�
+

1

2

�
y − xyp

R2 − y2

�

×
Ê�

R− xRp
R2 − y2

�
−
�
y − xyp

R2 − y2

�

B.2 Zone Coverage C(i+, j−)

Shown in Figure 8 (b), we first compute the area of sectorúB4bA4:

úB4bA4 =
πR2

4

The area of sector úB1bA4 is given as follows:

∠B1bA4 = sin−1
� y
R

�
úB1bA4 =

∠B1bA4

2
R2
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Figure 8: Zone Coverage Proof

The area of triangle �bB1B3 is given as follows:

|B1B3| =
p

R2 − y2

�bB1B3 =
1

2
|B1B3|y

The area of sector úB4bA3 is given as follows:

∠B4bA3 = sin−1
� x
R

�
úB4bA3 =

∠B4bA3

2
R2

The area of triangle �bA1A3 is given as follows:

|A1A3| =
p

R2 − x2

�bA1A3 =
1

2
|A1A3|x

Thus, the shade area C(i+, j−) is given as;

Cb(i+, j−)|(x,y)

= úB4bA4 −úB1bA4 −�bB1B3 −úB4bA3

−�bA1A3 + xy

=
πR2

4
− R2

2

�
sin−1

� y
R

�
+ sin−1

� x
R

��
−1

2

�
x
p

R2 − x2 + y
p

R2 − y2
�

+ xy

B.3 Zone Coverage C(i+, j)

Shown in Figure 8 (c), we first compute the area of triangle
�A3A1b as follows:

|B1B2| =
p

R2 − y2

|B3b| =
y

cos(∠B3bB2)
=

yR√
R2 − x2

|B2B3| =
xy√

R2 − x2

|B2b| =
È

|B3b|2 − |B2B3|2

�B3B1b =
1

2
(|B1B2| + |B2B3|)|B2b|

The area of triangle �B3oA1 is given as follows:

|A1B3| = R− |B3b|
|B3o| = x− |B2B3|
|A1o| =

È
|A1B3|2 − |B3o|2

�A1B3o =
1

2
|A1o||B3o|

The area of sector úA1bB1 is given as follows:

∠B2bB3 = sin−1
� x
R

�
∠B2B1b = sin−1

� y
R

�
∠B1bB2 =

π

2
− ∠B2B1b

∠B1bA1 = ∠B1bB2 + ∠B2bB3úA1bB1 =
∠B1bA1

2π
πR2 =

∠B1bA1

2
R2

Thus, the shade area C(i+, j) is given as follows;

Cb(i+, j)|(x,y)

= úA1bB1 + �A1B3o−�B3B1b

=
R2

2

�π
2

+ sin−1
� x
R

�
− sin−1

� y
R

��
−y

2

�p
R2 − y2 +

xy√
R2 − x2

�
+

1

2

�
x− xy√

R2 − x2

�
×
r�

R− yR√
R2 − x2

�
−
�
x− xy√

R2 − x2

�
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